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ABSTRACT 
Augmented reality technology is a unique medium that can 
be helpful for young children’s entertainment and 
education, but in order to achieve the benefits of this 
technology, augmented reality experiences need to be 
appropriately designed for young children’s developing 
physical and cognitive skills. In the present study we 
investigated how 5-10 year-old children react to typical 
handheld augmented reality interaction techniques such as 
crosshair selection and finger selection, in AR 
environments that require them to change perspective or 
not. Our analysis shows significant impacts of age upon AR 
performance, with young children having slower selection 
times, more tracking losses, and taking longer to recover 
tracking. Significant differences were also found between 
AR interaction technique conditions, with finger selection 
being faster than crosshair selection, and interactions which 
required changes in perspective taking longer, generating 
more tracking losses, and more errors in selection. 
Furthermore, by analyzing children’s performance in 
relation to metrics of physical and cognitive development, 
we identified correlations between AR interaction 
techniques performance and developmental tests of spatial 
relations, block construction and visuomotor precision. 
Gender differences were analyzed but no significant effects 
were detected.  

Author Keywords 
Augmented reality, children, interaction techniques, mobile, 
design guidelines, usability, developmental psychology. 

ACM Classification Keywords 
H.5.1 Multimedia Information Systems: Artificial, 
augmented, and virtual realities.  

INTRODUCTION 
Augmented reality (AR) is a technology that enables 
computer-generated imagery to be superimposed on a view 
of the real world. AR has been shown to have measurable 
benefits to children’s education over traditional approaches, 
with regards to increasing students’ understanding of spatial 
and conceptual knowledge, improving long term memory 
retention, enabling collaboration around virtual content and 
increasing motivation. [1,2,3,4]. To achieve these benefits, 
augmented reality experiences need to be appropriately 
designed for young children. However, in the augmented 
reality design community there is currently a lack of 
systematic understanding of how to design AR experiences 
that are usable by children of specific ages, despite the fact 
that a variety of usability problems exist when young 
children attempt to engage with this technology [5].  

In the present research we are interested in developing an 
understanding of AR usability for children, by specifically 
investigating the abilities of young children (aged 5-10) to 
use two common handheld-AR selection techniques: 
crosshair selection (where the selection point is a crosshair 
at a fixed location on the screen and the finger can be 
tapped on side on-screen buttons to trigger a selection) and 
finger tap selection (where the selection point is the 
position on the screen the finger is tapped). 

We are interested in augmented-reality using handheld 
devices such as phones and tablets (handheld-AR) since we 
believe that this will be the dominant method for delivering 
AR experiences to large amount of young children for the 
foreseeable future. The results of this research will 
therefore focus on handheld-AR; however, it is likely that 
some of the results of this research will be generalizable to 
other kinds of physically engaging technologies where 
children interact by manipulating handheld displays. 

BACKGROUND AND RELATED WORK 
In this section, we review related work in the domains of 
interaction technique studies for children, augmented reality 
interactions, cognitive and physical development, and 
gender differences.  
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Children and Interaction Techniques 
Many studies have investigated children’s performance on 
interaction techniques for PC based applications, whereby 
an increase in the complexity of mouse- and joystick-based 
interaction gestures leads to decreased performance (as 
measured by slower task completion, and higher occurrence 
of errors) [6,7,8,9,10,11]. Age differences have been 
observed in children’s interactions with various handheld 
devices such as pen and touchscreen input, and studies 
show that pointing accuracy increases with age and target 
size [12,13,14,15,16,17]. Compared to younger children, 
older children and adults are quicker, less jagged and more 
accurate [8,11,13]. These studies correlate with motor 
development literature that suggests children’s motor skills 
continue to develop into early teens. These effects transfer 
to handheld touchscreen devices, as children also have 
trouble with more complex gestures such as double-tapping, 
when compared to single touching, and they show a high 
degree of unintended touching [8,12,18,19] .  

Interaction in Augmented Reality 
In an augmented-reality experience such as a mobile game, 
the user can interact with the game using a variety of 
techniques. The “interaction technique” allows the user to 
cause actions in the game, such as selecting which item 
they wish to act upon. As an example, the user could collect 
an item by touching on the mobile device screen with one’s 
finger, or could aim with a crosshair in the middle of the 
screen.  The relationship between children’s age and their 
performance on these kinds of interactions has not been 
empirically evaluated, thus it is unclear how each 
interaction compares in terms of usability issues, or what 
underlying developmental skills might impact children’s 
performance on these interactions.  

A developmental framework for understanding children’s 
usability issues in augmented reality has been proposed in 
[5], by hypothesizing relationships between augmented 
reality usability problems and the developmental skills 
which children might be required to use. Examples of 
usability problems experienced by children include inability 
to properly hold AR devices, inaccuracy in interacting with 
virtual objects, and an inability to remember spatial 
locations of virtual items, among other things [5,20,21,22]. 
When children are engaged in an augmented reality 
experience, they are performing a variety of activities 
which might not be strongly employed in exposure to 
typical technologies such as computers and touchscreen 
devices. For instance, an AR experience might require 
children to move around the game space in order to observe 
virtual content from different angles, and they may be 
required to hold and manipulate a smartphone while 
looking at augmented objects, and/or might be required to 
understand and remember the configuration of the virtual 
objects around the physical space, as well as the 
relationships between their body and virtual objects. Such 
activities require different cognitive and physical skills, and 

when young children lack these skills, they should have 
difficulties using AR interfaces.  

Underlying Developmental Skills 
Developmental psychology tells us that kindergarten and 
elementary-school children have certain capabilities and 
limitations, which are different than adults and which 
develop over time as children mature into adults [23,24]. 
These developing abilities mediate children’s ability to use 
digital technology, and researchers have stressed the 
importance of considering developmental abilities when 
designing technology for children [25,26,27,28].  

Children’s AR usability issues are potentially explainable 
by psychology areas such as motor skills (bimanual 
coordination, hand-eye coordination, fine motor skills, 
gross motor skills, endurance), spatial cognition (spatial 
memory, spatial perception, spatial visualization), attention 
(selective attention, divided attention, executive control), 
logical thinking (abstract vs. concrete thinking) and 
memory (capacity and operations). These developmental 
factors are all undergoing development in young children, 
thus have the potential to influence how children react to 
AR applications. In the present research, we intend to 
measure children’s developmental skills by using existing 
psychology metrics, and we intend to correlate these 
metrics to children’s performance on specific AR designs. 
Through these correlations, we will identify differences 
between children’s ability to use AR at different ages. 
Furthermore, by understanding the developmental factors 
and their potential connection to usability issues, AR 
designers can use this knowledge to explain or predict user 
reactions to existing applications, and to design applications 
that are either usable for specific age groups, or design 
applications that aim to develop specific skills.  

Gender Differences 
Gender differences in spatial skills are significant for teens 
and adults, with males exhibiting higher performance for 
visuospatial skills [29,30], and females exhibiting higher 
performance for spatial location memory [31]. However, 
gender differences in spatial development do not appear 
before age 10 [31,32]. It is not expected that gender will 
influence young children’s understanding of AR space. 
Gender differences do not appear significant for young 
children’s motor performance. Children’s physical 
development is similar for both genders during the years of 
early childhood, and studies of young children’s motor 
performance do not detect differences between genders in 
young children [33,34]. Studies of children’s touchscreen 
performance also do not find significant effects of gender in 
young children [12]. 

DESIGN 
In this research study we were interested in the following 
questions: 

1. What kinds of performance differences are 
experienced by children when using different 



 

 

kinds of augmented reality interaction techniques? 
We compared 4 kinds of interaction conditions, 
which differed among the factors of selection type 
(finger or crosshair) and motion requirement 
(perspective change was required or not required). 

2. What is the relationship between children’s age 
and their performance in using different AR 
interaction techniques? And, how does 
performance on interactive techniques relate to 
children’s cognitive and physical development? 

3. How does the children’s gender relate to their 
performance on different AR interaction 
techniques? 

Tasks and Game Design 
To investigate the research questions, we designed a within-
subjects experiment, whereby each participant played an 
augmented-reality game exposing them to different 
interaction technique conditions. Children’s performance 
was measured while playing the game using a Motorola 
Atrix HD smartphone. After playing the game, children’s 
skills were measured through several developmental tests.  

The game is structured as a typical tabletop augmented 
reality game, where a three-dimensional virtual world 
appears on top of the “gameboard” paper once it is viewed 
through a smartphone camera (Figure 1). In our 
experimental setup, the game was placed on a table without 
chairs, and children had space to move around the table at 
their leisure. The height of the gameboard was adjusted to 
be at the level of each player’s stomach, such that each 
player could comfortably observe the gameboard through 
the smartphone.  

 
Figure 1. Child playing the augmented reality game, in a level 

where lemons were collected through Crosshair Selection. 

In the game, the player took the role of a wizard who must 
collect a set of magical lemons in order to create items for 
their pets. The game was composed of a tutorial plus 4 
levels. Each level of the game was associated with a 
different AR interaction technique condition, and was 
composed of a “lemon collection” phase and a “mini game” 
phase. During lemon collection, the player had to gather a 
set of 16 lemons. Once all lemons were collected, they 
magically transformed into a play item and the mini game 
started. In the mini game, the child played with their pet 
and the newly-created item (Figure 2). During the “lemon 
collection” phase, all children played the augmented reality 
game while standing or moving around the table. During 
the “mini game” phase at the end of each level, the game 

did not involve any augmented reality and did not require 
children to look at the gameboard; thus children were asked 
to sit during this phase. The mini game was a requirement 
of our game design in order to give children a rest period 
from standing, while at the same time offering 
entertainment and agency. During the data analysis, only 
data from the lemon collection phases was analyzed. 

 
Figure 2. The game characters and magical objects (left) and 

the mini-game associated with one object (right). 

Prior to the set of 4 gameplay levels, children were exposed 
to a tutorial phase. During our pilot testing we determined 
that children were performing poorly because they did not 
have previous exposure to the technology, so a tutorial was 
developed to familiarize children with augmented reality 
technology. During the tutorial, children had to move 
around the table and visualize the 3D game world from 
different angles, and they were exposed to all 4 different 
interaction technique conditions which were involved in the 
different levels of the game. 

Interaction Technique Factors 
We tested four variations of augmented-reality interaction 
technique conditions (Figure 3). These variations were 
driven by two factors: Selection Type and Movement 
Difficulty.  

 

 

Finger 
Selection 

  

Crosshair 
Selection 

        
 No Tunnel Tunnel 

Movement Difficulty 

Figure 3. The interaction conditions tested. 

Selection Type has two levels: Finger Selection or Crosshair 
Selection. When using Finger Selection, players must touch 
their finger to the screen position where a target lemon 
appears. In Crosshair Selection, the players have a crosshair 
in the center of their screen, and they select a target lemon 
by touching one of the screen side buttons once the lemon 
is overlapping the crosshair (Figure 1 right). Each selection 
type has an accuracy distance threshold, which was 
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empirically determined. In the Finger Selection mode, the 
lemon surface can be 60 pixels away from the screen touch 
point; this corresponded to 4.55mm in our experimental 
smartphone. This threshold was selected to account for the 
problem of finger occlusion [35], and it corresponds to the 
size of an average 3-10-year old child’s finger [36]. In 
Crosshair Selection, the lemon can be 35 pixels away from 
the center of the crosshair (2.7 mm). This distance was used 
to account for angular reorientation of the phone while 
children press the crosshair buttons, and was determined 
during our pilot study by analyzing how much children 
shake the phone in the last 1s prior to touching the crosshair 
buttons. 

Movement Difficulty, the other factor influencing our 
interaction conditions, impacts whether the players need to 
change perspective during gameplay. It has two types: No 
Tunnels and Tunnels. In the No Tunnels condition, the 
player can see the targets from any angle and does not need 
to move their body. In the Tunnel condition, the targets are 
enclosed in virtual tunnels, thus the player must change 
their perspective in order to select the target. The targets in 
the Tunnel conditions were rotated such that, between each 
lemon, players were forced to change their angle relative to 
the gameboard by 45 degrees while remaining relatively in 
front of the table. 

Each child was exposed to 4 different interaction technique 
conditions, varying on the conditions of Selection Type and 
Movement Difficulty (described above). The Selection 
Type conditions were randomized between players, while 
the Movement Difficulty conditions were not randomized 
(all players experienced No Tunnels before Tunnels). The 
game environment was randomized between conditions. 

Physical and Cognitive Development Factors 
In this study the children’s Gender were both Male and 
Female, and their Age was between 5 and 10 years old. For 
analysis we measured participant ages in months, and also 
grouped age into three groups: 5-6, 7-8, and 9-10 year olds. 

We measured participants’ Hand Size because it should 
influence how easily children are able to manipulate the 
phone and perform various interaction techniques.  

Children were exposed to three kinds of developmental 
tests, from the NEPSY II and Woodcock Johnson III 
batteries (Figure 4) [37,38]: 

Spatial Relations Test – this test asks children to solve two-
dimensional spatial puzzles. To receive a high score, 
children must be able to isolate shapes and perform mental 
rotation tasks.  

Visuomotor Precision Test – in this activity, children are 
asked to follow a path while using a pencil. To receive a 
high score, children must employ visuomotor (hand-eye 
coordination) skills. 

Block Construction Test – in this activity, children are 
shown a figure of a three-dimensional block structure and 

asked to build the structure using physical toy blocks. To 
receive a high score, children must employ visuospatial 
reasoning and perform fine-motor physical manipulation. 

 

 
Figure 4. Developmental test samples, from Woodcock-
Johnson III Spatial Relations (top left), NEPSY II Block 

Construction (top right) and Visuomotor Precision (bottom) 

 

 

Performance Measures 
To measure children’s reaction to the augmented reality 
experience we used performance measures collected 
through the software, and subjective self-reported measures. 
These measures were calculated for each of the 4 game 
conditions, by averaging the 16 lemons collected by a 
participant within each condition. 

Task Time: The average amount of gameplay time a child 
spent in order to collect each lemon. This metric does not 
include time spent during tracking loss. 

Number of Tracking Losses: The average number of times 
that the child lost tracking. Tracking loss occurs when the 
phone camera stops seeing the gameboard image.  

Time to Recover Tracking: The average amount of time that 
a player needed in order to exit tracking loss and resume 
playing. This amount of time was not included in the Task 
Time measure, and was calculated only when Number of 
Tracking Losses was non-zero. 

Number of Selection Errors: The average number of invalid 
selections performed while attempting to collect a lemon. In 
the Finger Selection condition, an invalid selection occurs 
when the player touches the screen outside the target area. 
In the Crosshair Selection this occurs when the player 



 

 

clicks the selection button, but the crosshair is pointing 
away from the target area. 

Subjective Measures 
At the end of each level we asked children to report how 
they felt, by asking if they were Comfortable, if the level 
was Easy, and if they had Fun while playing. The questions 
were randomized between levels, and delivered using a 
modified rating scale (Figure 5) based on the Smiley-o-
Meter [39]. 

 
Figure 5. Subjective experience questionnaire item.  

 

Participants and Data Collection 
Children were recruited from the Emory University 
psychology department’s child subject pool. A 
convenience-sampling method was used, whereby we 
contacted families about participating in a study that 
investigates smartphone-based games for children.  

After collecting the data, we performed outlier removal. 
During some trials, we observed participants stopping their 
gameplay due to extraneous events, such as stopping to 
clear runny noses, interrupting the gameplay to say 
something to the experimenter, etc. These interruptions 
would impact a participant’s target collection trials, thus for 
the purposes of data analysis we excluded trials in which 
the completion time was beyond 2.5 standard deviations of 
a child’s average times within the same experimental 
condition. This accounted for 3% of all trials. Furthermore, 
1 child was removed from the data analysis because their 
age-standardized test scores were beyond 2.5 standard 
deviations past the mean of our sample.  

The resulting dataset consists of 37 children of both genders 
across three age groups, whose demographics are shown in 
Table 1. 

Age 
Group 

Number of 
Children 

5-6 years 17 

7-8 years 11 

9-10 years 9 
 

Gender 
Number of 
Children 

Female 23 

Male 14 
 

Table 1. The demographics of our sample. 

RESULTS 
In this section we present our analysis and results. The 
results will be discussed in relation to each other and 
overall context in the following section. 

Effects of Interaction Technique Type 
Our first research question investigates the differences 
between various interaction technique conditions. For each 
dependent measure of performance we used a repeated-
measures ANOVA, analyzing the within-subjects factor of 
Interaction Type. This factor represented a combination of 
two sub-factors: Selection Type (Finger vs. Crosshair) and 
Movement Difficulty (No Tunnel vs. Tunnel). Table 2 
shows the average values for each performance metric in 
relation to the interaction technique conditions. 

 
Task 

Time (s) 
Tracking 

Errors 

Time to 
Recover 

Tracking (s) 
Selection 
Errors 

Finger 
Selection 

3.69 
(sd=1.92) 

0.16 
(sd=0.18) 

1.75 
(sd=1.52) 

1.12 
(sd=1.02) 

Crosshair 
Selection 

5.20 
(sd=3.04) 

0.15 
(sd=0.19) 

1.58 
(sd=1.63) 

1.21 
(sd=1.48) 

No Tunnels 2.87 
(sd=1.75) 

0.06 
(sd=0.09) 

1.24 
(sd=1.79) 

0.84 
(sd=0.93) 

Tunnels 6.01 
(sd=3.50) 

0.24 
(sd=0.29) 

2.10 
(sd=1.63) 

1.50 
(sd=1.50) 

Table 2. The averages of AR performance metrics, under 
different interaction conditions. 

Selection Type: Finger vs. Crosshair 
We found a significant effect of Selection Type on Task 
Time. Selecting targets by touching with the finger was 
significantly faster than selecting with the crosshair 
(F(1,34)=18.55, p<0.001), with an average 1.2s (29%) 
longer per selection. There were no significant differences 
between finger vs. crosshair selection in terms of number of 
tracking losses (F(1,34)=0.20, p=0.66), time required to 
recover tracking (F(1,21)=0.42, p=0.52), or number of 
touch errors (F(1,34)=0.014, p=0.91). Analysis of the 
between-subject factor Age Group yielded no significant 
interaction effects with the factor of Selection Type 
(F(2,34)=0.99, p=0.38). 

Movement Difficulty: No Tunnels vs. Tunnels 
The tunnel conditions were significantly worse than non-
tunnel conditions on most performance measures. The 
tunnel conditions required significantly more time to 
complete compared to the no tunnel conditions 
(F(1,35)=35.375, p<0.001), with an average 3.14s (52%) 
longer per selection. The tunnel conditions caused children 
to have significantly more tracking losses (F(1,34)=13.23, 
p<0.0.001), with an average 0.18 (75%) more tracking 
losses per selection. Finally, in the tunnel conditions 
children had significantly more touch errors than in the 
non-tunnel conditions (F(1,34)=10.21, p<0.01), with an 
average difference of 0.66 (44%) more touch errors per 
selection. The analysis did not find significant differences 
between time to recover tracking loss in Movement 
Difficulty conditions (F(1,18)=0.71, p=0.41). Analysis of 
the between-subject factor Age Group yielded no 
significant interaction effects with the factor of Movement 
Difficulty (F(2,34)=0.26, p=0.77).  



 

 

There was no significant interaction detected between the 
factors of Movement Difficulty and Selection Type 
(F(1,34)=0.01, p=0.94). 

Effects of Age 
Our second research question investigates the relationship 
between children’s age and their performance on the 
dependent measures. In order to investigate this question, 
we first conducted simple linear regression analysis 
between the factors of Age (in months) and each 
performance measure. We followed with a repeated-
measures ANOVA, with Interaction Type as the within-
subjects factor, and Age Group as a between-subject factor. 
Finally, significant between-factor effects were followed-up 
with post-hoc Tukey tests to account for multiple 
comparisons. Table 3 shows the average values for each 
performance metric in relation to age groups. 

 Task 
Time (s) 

Tracking 
Losses 

Time to 
Recover 

Tracking (s) 
Selection 
Errors 

Age 5-6 5.74 
(sd=2.91) 

0.22 
(sd=0.21) 

2.61 
(sd=1.16) 

1.52 
(sd=1.38) 

Age 7-8 3.45 
(sd=0.87) 

0.11 
(sd=0.15) 

1.00 
(sd=0.89) 

0.88 
(sd=0.90) 

Age 9-10 3.21 
(sd=0.51) 

0.06 
(sd=0.05) 

0.69 
(sd=0.60) 

0.85 
(sd=0.52) 

Overall 4.45 
(sd=2.35) 

0.15 
(sd=0.17) 

1.66 
(sd=1.30) 

1.17 
(sd=1.11) 

Table 3. The averages of AR performance metrics for different 
age groups. 

Age vs. Task Time 
A simple linear regression showed a significant effect of 
Age while predicting Task Time (F(1,35)=10.83, p<0.01) 
indicating that as age increases, there is a decrease in time 
required to make a correct selection. The repeated-measures 
ANOVA was significant for the between-subjects factor 
Age Group (F(2,34)=6.23, p<0.01). Post-hoc analysis 
indicated that 5-6 years-old children were on average 2.29s 
(40%) significantly slower than compared to the 7-8 years-
old children (p<0.05), and on average 2.53s (44%) 
significantly slower compared the 9-10 years-old children 
(p<0.05); however, the 7-8 years-old children were not 
significantly different than the 9-10 years-old children 
(p=0.97). 

 
Figure 6. Mean task time for each age group. 

Age vs. Number of Tracking Losses 
A simple linear regression showed a significant effect of 
Age while predicting Number of Tracking Losses 
(F(1,35)=6.44, p<0.05) indicating that as age increases, 
number of tracking losses decreases. The repeated-
measures ANOVA was significant for the between-subjects 
factor Age Group (F(2,34)=3.30, p<0.05); however, post-
hoc analysis did not yield statistically significant 
differences between any age group pairs. 

 
Figure 7. Mean number of tracking losses for each age group. 

Age vs. Time to Recover Tracking 
A simple linear regression showed a significant effect of 
Age while predicting Time to Recover Tracking 
(F(1,31)=20.57, p<0.001), indicating that as age increases, 
time to recover tracking decreases. The between-subjects 
factor ANOVA was significant for Age Group 
(F(2,30)=11.40, p<0.001). Post-hoc analysis indicated that 
the 5-6 years-old children were on average 1.61s (62%) 
significantly slower at recovering tracking than the 7-8 
years-old children (p<0.005), and on average 1.92s (74%) 
significantly slower than the 9-10 years-old children 
(p<0.005); however, the 7-8 years-old children were not 
significantly different than the 9-10 years-old children 
(p=0.78). 



 

 

 
Figure 8. Mean time to recover from tracking loss, for each 

age group. 

Age vs. Number of Selection Errors 
A simple linear regression showed no significant effect of 
Age while predicting Number of Selection Errors 
(F(1,35)=3.77, p=0.06). The repeated-measures ANOVA 
was not significant for the between-subjects factor Age 
Group (F(2,34)=1.67, p=0.20). 

Effect of Developmental Skills  
Our second question also investigates the relationship 
between developmental test scores and the children’s 
performance on the four different AR interaction technique 
types. We hypothesized that better developmental test 
scores would correspond to better AR performance, thus we 
performed one-tailed Pearson correlations to determine 
relationships between developmental tests and AR 
performance. Age is significantly related to all the 
developmental tests. Therefore, in order to control for the 
effects of age prior to correlational analysis, we used linear 
regression to remove the effect of age from the AR 
performance metrics, and we used age-standardized scores 
for our participants’ developmental tests. 

Spatial Relations 
For the AR interaction technique condition of Finger 
Selection in levels involving No Tunnels, there were 
significant inverse correlations between the Spatial 
Relations test and children’s Task Times (r=-0.37, p<0.05) 
and number of Tracking Losses (r=-0.41, p<0.01). 

For the AR interaction technique condition of Crosshair 
Selection in levels involving No Tunnels, there were 
significant inverse correlations between the Spatial 
Relations test and children’s number of Selection Errors 
(r=-0.319, p<0.05), number of Tracking Losses (r=-0.36, 
p<0.05).  

Visuomotor Precision 
For the AR interaction technique condition of Finger 
Selection in levels involving No Tunnels, there were 
significant inverse correlations between the Visuomotor test 
and children’s number of Selection Errors (r=-0.35, 
p<0.05), and number of Tracking Losses (r=-0.29, p<0.05). 

For Finger Selection in levels involving Tunnels, there were 
inverse significant correlations between this test and the 
number of Selection Errors (r=-0.32, p<0.05). 

For the AR interaction technique condition of Crosshair 
Selection in levels involving No Tunnels, there were 
significant inverse correlations between the Visuomotor test 
and children’s number of Selection Errors (r=-0.42, 
p<0.01), and number of Tracking Losses (r=-0.31, p<0.05).  

Block Construction 
For the AR interaction technique condition of Finger 
Selection in levels involving No Tunnels there were 
significant inverse correlations between the Block 
Construction test and children’s number of Selection Errors 
(r=-0.29, p<0.05). For Finger Selection in levels involving 
Tunnels, there also were inverse significant correlations 
between this test and the children’s number of Selection 
Errors (r=-0.38, p<0.05). 

Hand Length 
After controlling for age, there were no significant 
correlations between this test and performance metrics on 
any AR interaction types. 

Subjective Measures 
The average results from each of the three subjective 
measures is reported in Table 4 in relation to each 
interaction type.  

We performed a repeated measures ANOVA on reported 
degree of Fun, with the within-subjects factor of Interaction 
Technique condition, and a between-subjects factor of Age 
Group. No significant differences were detected between 
any factor levels. 

We performed a repeated measures ANOVA on reported 
degree of Ease of Use, with the within-subjects factor of 
Interaction Technique condition, and a between-subjects 
factor of Age Group. Significant differences were found 
between the different Selection Types, with Finger 
Selection being ranked on average 22% more easy to use 
than Crosshair Selection. No significant differences were 
detected between age groups. 

We performed a repeated measures ANOVA on reported 
degree of Comfort, with the within-subjects factor of 
Interaction Technique condition, and a between-subjects 
factor of Age Group. Significant differences were found 
between the different Selection Types, with Finger 
Selection being ranked on average as 5% more comfortable 
than Crosshair Selection. No significant differences were 
detected between age groups.  
 Fun Easy Comfortable 

Finger 
Selection 

4.26 
(sd=0.87) 

4.34 
(sd=0.66) 

3.97 
(sd=0.85) 

Crosshair 
Selection 

4.04 
(sd=1.05) 

3.93 
(sd=1.03) 

3.76 
(sd=1.05) 

No Tunnels 4.20 4.22 3.93 



 

 

(sd=0.98) (sd=0.82) (sd=0.99) 

Tunnels 4.09 
(sd=1.01) 

4.05 
(sd=0.85) 

3.80 
(sd=1.03) 

Table 4. The averages of participant subjective ratings, under 
different interaction conditions. 

 

Effects of Gender 
Our third research question is investigating gender 
differences in AR performance. A linear regression was 
attempted to predict AR performance based on Gender, 
while accounting for the factor of Age. No significant 
correlations were detected between Gender and any of the 
AR performance metrics or developmental test scores. 

DISCUSSION 
In the following section we integrate the experimental 
results and discuss general implications for the design of 
augmented reality applications for children. 

Selection Types 
Overall, our data indicates that the Finger Selection 
interaction was preferable over the Crosshair interaction. 
When using the Finger Selection interaction, children 
completed the task significantly faster, and they reported 
significantly higher Ease-of-use and higher Comfort levels; 
no other significant performance or self-report differences 
were found in comparison to the Crosshair interaction. 
However, our developmental test measures indicate that 
different cognitive- and physical-skills are underlying these 
two interaction types. 

Users behave differently when an AR interface is designed 
with different kinds of selection types. The type of 
interaction mechanic causes users to grip the device 
differently, thus requiring users to employ different 
cognitive and physical skills.  

The Finger Selection interaction requires children to hold 
the device steady primarily with one hand, while the other 
hand is moved such that the finger touches the screen at the 
appropriate target location. The analysis of children’s AR 
performance in relation to their developmental test scores, 
indicated that accuracy for Finger Selection levels was 
significantly correlated to visuomotor skills as well as 
block-construction skills. This data indicates that this kind 
of interaction relies on the user’s hand-eye coordination, as 
well as their ability to manipulate objects with their hands.  

In contrast, the Crosshair Selection interaction requires 
children to aim the crosshair by precisely reorienting the 
device (likely by using both hands). Furthermore, in order 
to reorient the device toward the target, the user must have 
an understanding of the spatial relationships between the 
device and the physical gameboard. The analysis of 
children’s developmental tests showed that accuracy on this 
interaction technique is correlated to visuomotor skills and 
spatial relations skills. This indicates that, in contrast to the 
Finger Selection interaction, the Crosshair Selection 

interaction relies more on spatial understanding and less on 
children’s ability to manipulate objects with their hands 
individually. 

While these different developmental skills did not appear to 
create significant differences between performance on the 
two selection conditions (except in the case of performance 
time), designers should be aware of these underlying skills 
when creating AR applications for children. During the 
informal observations of participants being trained in the 
Crosshair Selection conditions, we often have observed 
children pointing the screen away from the target object 
instead of towards it, potentially due to the fact that they did 
not appropriately understand the spatial relationship 
between the gameboard and the device. After exposure to 
the training level, this ceased to be a significant effect. 
However, this issue may indicate that Crosshair Selection 
interactions are problematic for children who are younger 
and/or less developed in spatial skills.  

The form factor of the device is another issue to consider 
when designing AR interaction techniques. In our 
experiment we used a smartphone, which children could 
hold with both hands or a single hand. Even though 
children needed to hold this device in their hands at all 
times while playing the game, it was suitable for both 
interaction technique types. The Finger Selection 
interaction is preferable in this case, since children find it 
faster and more easy to use. Using this interaction can 
become problematic in AR applications for larger devices, 
such as tablets or larger smartphones. A device may be too 
large or too heavy for a child to hold while one hand is 
touching on the screen. In such a case, the Crosshair-based 
interaction is more suitable as it allows children to grasp the 
device with both hands while interacting with the 
application.  

Dealing with Tracking Technology 
Our augmented-reality game was based on Vuforia 
technology, which uses the phone’s camera to track a 
paper-based printed image (the “gameboard”). The 3D 
game appears on the printed image when parts of the image 
are visible through the phone’s camera, and it disappears 
when the image is no longer within the camera view. For 
our experimental smartphone (Atrix HD), the camera is 
placed on the top-left of the back side of the phone, as is the 
case with most smartphones.  

Tracking loss for our participants occurred whenever the 
child would point the camera away from the printed image 
(either while standing still or moving around the 
gamboard), or when they covered the camera with their 
fingers. In the experimental condition where there were No 
Tunnels, children typically did not change perspective, 
therefore tracking losses were not caused by movement 
around the gameboard. Our data indicate that the number of 
tracking losses was significantly inversely-correlated with 
children’s scores on spatial relations skills and visuomotor 
skills. In order to avoid tracking losses, children need to be 



 

 

aware of where the gameboard is in relation to the device, 
and they need good hand-eye coordination to recover in 
case the phone is moving away from the board or if their 
finger is moving in the way of the camera. Thus, children 
who are good at spatial and visuomotor skills encounter less 
tracking losses. 

When playing Tunnel levels, which required walking and 
changes in perspective, children had a significantly higher 
number of tracking losses. Walking and changing 
perspective created more opportunities for children to aim 
the device away from the gameboard, and/or to put their 
finger in the way of the camera, thus leading to tracking 
loss. Our analysis did not detect any significant correlations 
between developmental tests and the number of tracking 
losses in Tunnel levels, possibly due to the fact there are 
more uncontrolled factors causing tracking loss, such as 
children’s height or differing movements around the 
gameboard. 

In order to recover AR tracking, children needed to point 
the phone camera at the printed gameboard image. The time 
it took children to recover from tracking loss was not 
significantly different between any of the game levels, thus 
it is not strongly influenced by the style of selection (Finger 
or Crosshair) or by the movement difficulty (Tunnel or No 
Tunnel). Recovering tracking appears to be a general 
process independent of the type of interaction in the AR 
application.  

AR experiences can be designed to minimize the number of 
tracking losses experienced by players. In our AR game, 
losing tracking paused the gameplay, thus did not create 
any negative effect on the child’s gameplay. However, we 
did notice that children became frustrated if they lost 
tracking frequently. Thus it is preferable if the AR 
experience implements features to avoid tracking loss. The 
AR application can be designed such that players are 
encouraged to be looking at the gameboard while moving 
(for example, if the AR application depicts a phenomenon 
that is interesting while being watched from changing 
perspectives, like a virtual prism). Furthermore, the AR 
technology can detect how much of the printed image is 
visible within the camera, therefore it can display a warning 
if the child is playing too close to the border of the 
gameboard, or if the child’s finger is starting to occlude the 
camera.  

Perspective, Accuracy and Occlusion 
In levels involving No Tunnels, the game created three-
dimensional spheres (the lemons) on the gameboard. From 
the player’s default perspective in front of the gameboard, 
these targets were always visible and not occluded by any 
other game structures. In levels involving Tunnels, the 
lemons were encased in three-dimensional tunnels, which 
required participants to change perspective in order to see 
the lemons inside the tunnels. Compared to levels with No 
Tunnels, the levels involving Tunnels led to significantly 
longer task completion time, more selection errors and 

higher number of tracking losses. These kinds of effects are 
expected to occur in other AR experiences where players 
are required to change perspective around the gameboard. 

In order to collect the lemons inside the tunnels, most 
participants changed their perspective by walking around 
the gameboard, and some participants bent their body while 
standing still. Longer task completion times in the Tunnel 
levels were likely caused by the fact that players had to 
reorient their body in order to aim at the lemons. Lower 
accuracy rates might also be caused by the fact that, when 
children’s bodies are bent, it becomes more difficult to aim 
at a target. Furthermore, as discussed in the previous 
section, it is likely that moving around the gameboard also 
contributed highly to the number of tracking losses 
encountered by children in the Tunnel conditions, because 
tracking would be lost as children moved. 

The three-dimensional structure of the tunnels was also a 
factor which created issues for selection accuracy. The 
optimal angle to collect a lemon is to look at it while being 
aligned with the entrance of the tunnel – this way it appears 
as a full sphere on the smartphone screen; however, if a 
player did not look from the entrance of the tunnel, the 
tunnel walls could occlude the lemons within, thus yielding 
a smaller selection area.  

These effects will occur in any AR experience where 
players are required to change their perspective around 
three-dimensional content. The higher degree of inaccuracy 
in these experiences can be a positive factor since it adds 
challenge to the experience. However, if desired there are 
methods for making the experience easier, such as by 
placing guidance arrows to indicate how the player should 
change their perspective in order to interact with game 
items, or by changing the interaction technique such that 
targeting is more automatic once a part of the target is 
visible. 

Rehabilitation and Skill Learning 
In order to interact with an augmented reality experience, 
children are required to employ different developmental 
skills. Our analysis detected that the spatial relations, 
visuomotor precision, and block construction tests were 
correlated to different kinds of AR performance, whereby 
higher ability scores correlated to better performance. It is 
possible that through repeated exposure to augmented 
reality experiences, children can further develop these 
solicited skills. Furthermore, it is possible that augmented 
reality interactions can be designed to rehabilitate children 
who are lacking in specific skills.  

Studying AR Interaction Techniques for Children 
Performing interaction technique studies with children in 
augmented reality has posed specific challenges. Studies on 
non-AR touchscreen interactions have been done as highly 
controlled tasks, where each trial presents children with on-
screen targets that are simple geometric shapes of constant 
size. In such 2D applications, the experimenter can control 



 

 

the on-screen target size, and can also require an initial 
finger position in relation to the target, in order to 
standardize the results between participants. In contrast, in 
augmented reality, a target is a 3D virtual object that is 
anchored to a physical object (the gameboard) instead of on 
the screen. Therefore, the target’s on-screen size and 
position change in response to the child’s distance and 
orientation to the gameboard; thus the size and position of 
targets cannot be directly controlled unless the child’s 
movement is controlled. These factors create differences 
between trials within- and between- children, especially in 
levels where large amount of movement is required (such as 
in our levels involving tunnels). This likely leads to less 
statistical power to detect differences between experimental 
conditions, and creates difficulties in performing more 
precise studies such as Fitts’ Law investigations. 

CONCLUSION 
In the present study we investigated how children 5-10 
years old react to typical augmented-reality interaction 
techniques such as crosshair selection and finger selection, 
in AR environments that require them to change perspective 
or not. Our analysis showed significant impact of age upon 
performance, as well as differences between AR interaction 
technique conditions in terms of performance time, 
accuracy, and tracking losses. By analyzing children’s 
performance in relation to metrics of physical and cognitive 
development, we also identified underlying developmental 
factors that influence the usability of different AR 
interaction techniques. 

SELECTION AND PARTICIPATION OF CHILDREN 
38 children aged 5-10 were recruited from the Emory 
University psychology department’s child subject pool. A 
convenience-sampling method was used, whereby we 
contacted families and informed them of the opportunity to 
participate in a study that investigates smartphone-based 
games for children. Upon arrival at our study lab, parents 
and children were informed about all the study procedures 
and asked if they are comfortable participating in the study. 
This information was provided orally and through written 
IRB-approved consent forms. 100% of families agreed to 
participate; voluntary participation was recorded through 
signatures on the study’s IRB-approved consent forms.  
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